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Week 5, Ocober 21: Absolute continuous random variables

Inrucor: Yoan Tardy (yoan.tardy@polytechnique.edu)
Tutorial Assiants:

– Nicoleta Cazacu (nicoleta.cazacu@polytechnique.edu)
– Mateo Deangeli Bravo (matdeabra@polytechnique.edu)
– Maxime Marivain (maxime.marivain@universite-paris-saclay.fr)
– Samy Mekkaoui (samy.mekkaoui@polytechnique.edu)

1 Important exercises

Exercise 1. Prove that if X is a Bernoulli random variable of parameter p ∈ (0,1), then X is not an

absolutely continuous random variable.

Exercise 2. Let X be a uniformly chosen real number in [0,2]. Compute the probability that the equilat-

eral triangle whose side length is X has an area larger or equal than one.

Exercise 3. This exercise is about manipulating exponential random variables. We recall that if X is an

exponential random variable of parameter λ, its density is fX (t) = λexp(−λt)1[0,+∞)(t).

(i) Compute the cumulative diribution funcion

FX (t) = P[X ≤ t]

(ii) Let X be an exponential random variable of parameter λ > 0. What is the law of Y = λX for λ > 0?
(Hint: Look at the cumulative diribution funcion FY )

(iii) Let X1, ...,Xn be a sequence of independent exponential random variable of parameter λi , i = 1, ...,n.
What is the law of Y =min(X1, ...,Xn)?(Hint: Look at the cumulative diribution funcion FY )

Exercise 4. Let X1,X2, . . . ,Xn be i.i.d. random variables whose common law is U(0,1). We set

Ln := minX1,X2, . . . ,Xn, Zn := nLn.

Show that the cumulative diribution funcion FZn
(t) converges as n→ +∞ towards a limiting funcion

F(t), that is the cumulative diribution funcion of a random variable X ∼ Exp(1).

Exercise 5. You arrive at the bus op at 10 o’clock, knowing that the bus will arrive at a uniformly

diributed random time between 10 and 10:30.

(i) What is the probability that you have to wait more than 10 minutes?

(ii) Given that at 10 : 15 the bus has not arrived, what is the probability that you have to wait at lea
10 more minutes?
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2 Optional exercises

Exercise 6. Starting from floor number n ∈N, an elevator travels down a building and sometimes ops

at a floor. The elevator cannot go up, and it always goes down at lea one floor. The fir time, it ops

randomly at a floor p < n chosen uniformly. This is repeated at each op.

Let A(p,n), p < n be the probability that the elevator ops at floor p on its way down.

1. Propose a discrete probability space (Ω,P) modeling this random experiment.

2. Compute A(0,n), A(n− 1,n) and A(n− 2,n).

3. For p ∈ 0, ...,n− 2, prove that
A(p,n) =

1
n


1+

n−1

i=p+1

A(p, i)

.

4. For p ∈ 0, ...,n− 3, prove that A(p,n) = A(p,n− 1).

5. For p ∈ 0, ...,n, let Ep be the random variable equal to 1 if the elevator ops at floor p, and to 0
otherwise. Find the law of Ep. Are the random variables E0,E1, ...,Ep pairwise independent?

Exercise 7.

i) A fire ation will be conruced along a road of length A < ∞, and the builders would like to

determine the ideal place at which to build it. If fires occur at points uniformly chosen on (0,A),
where should the ation be located so as to minimize the expeced diance from the fire? That is,

choose a so as to minimize E[X − a] when X is uniformly diributed over (0,A).

ii) Now suppose that the road is of infinite length retching from point 0 outward to +∞. If the

diance of a fire from point 0 is exponentially diributed with rate λ, where should the fireation

now be located? That is, we want to minimize E[X − a], where X is now exponential with rate λ.

iii) In the same setting as in queion 1), where should the ation be located so as to minimize the

expeced square diance E[(X − a)2]?

Exercise 8. Let X ∼N (0,1) and Y an independent random variable such that

P(Y = 1) = 1−P(Y = −1) = p

1. Show that Z = XY is a andard Gaussian random variable.

2. Show that Cov(X,Z) = 2p − 1

3. Are X and Z independent?
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